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Abstract

Al text-to-video systems have moved rapidly from research prototypes to widely acces-
sible creative tools. This paper surveys the current landscape through two lenses: (1)
a scoping review of state-of-the-art models and governance mechanisms, and (2) an
empirical, mixed-methods survey of creators, educators, and media professionals (N
= 412) on access, use cases, perceived benefits, and risks. We find broad evidence
of “democratization”—reduced cost and skill barriers enabling newcomers to produce
compelling motion content—alongside unresolved dilemmas around provenance, copy-
right, deepfakes, bias, and compute intensity. We synthesize technical and policy direc-
tions to strengthen safety and accountability while preserving creative opportunity.

Keywords: text-to-video, generative Al, copyright, creative industries

I. INTRODUCTION

Recent breakthroughs in diffusion- and trans-
former-based video generators have made
high-fidelity, prompt-driven video creation
broadly available. Announcements and technical
reports from major labs and startups—including
OpenAl’s Sora [1], [2], Google’s Lumiere archi-
tecture [3], [4], Runway’s Gen-3 production mod-
el [5]-[7], and Luma’s Dream Machine service [8],
[9]—signal accelerating capability and distribu-
tion. At the same time, regulators and standards
bodies are advancing provenance, transparency,
and copyright guidance (e.g., the C2PA Content
Credentials standard [10]-[12]; the EU AI Act
transparency provisions and staged applicabili-
ty [13]-[16]; and U.S. Copyright Office reports on
generative Al, digital replicas, and training data)
[17]-[19].

Received 8 April 2024, Revised 21 May 2024, Accepted
24 July 2024, Available online 31 August 2024, Version of
Record 24 July 2024.

57

This work investigates how these develop-
ments are reshaping participation in video
creation and where key social, legal, and
technical dilemmas remain.

II. RELATED WORK AND TECHNICAL
LANDSCAPE

Early text-to-video models (e.g., Make-A-Vid-
eo, Phenaki) established feasibility; newer sys-
tems emphasize temporal coherence, camera
control, scene understanding, and multi-modal
conditioning. Lumiere proposes a Space-Time
U-Net that generates an entire video in a single
pass to improve global temporal consistency [3],
[4]. Sora previews minute-long clips with strong
adherence to prompts and world-physics goals
[1], [2]. Gen-3 focuses on production tools (di-
rector modes, camera controls) and adopts C2PA
provenance commitments [5], [6]. Commercial
systems such as Dream Machine broaden access
via web and mobile, offering consumer-priced
tiers and short-form outputs [8], [9]. Emerging
research explores multi-shot storytelling and
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character/identity continuity [20], while creative
pipelines mix T2I and 12V stages for controllabil-
ity [21].

On governance, the C2PA standard specifies
tamper-evident, cryptographically verifiable
metadata (“Content Credentials”) to document
source and edit history of media [10]-[12]. The
EU AI Act introduces layered transparency, in-
cluding obligations for labeling Al-generated
content and timelines by risk category [13]-[16].
U.S. policy work addresses digital replicas, au-
thorship, and training data questions in staged
reports [17]-[19].

III. METHOD

A. Study Design

We used a mixed-methods approach:

1. Scoping review of public documentation,
papers, and standards on text-to-video
models and governance (sources in Section
VIID).

2. Survey of creators and media professionals
(N = 412) capturing demographics, access
paths, use cases, perceived benefits/risks,
and attitudes toward provenance and poli-
cy.

3. Follow-up interviews (n = 24) with pur-
posively sampled respondents to deepen
insights on access, workflows, and ethical
concerns.

B. Participants and Recruitment

Participants by Profession Participants by Region
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Figure 1: Participant demographic

Participants were recruited via professional fo-
rums, university mailing lists, creative communi-
ties, and product user groups. Respondents rep-
resented filmmakers (22%), marketing/content
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teams (26%), educators (14%), independent cre-
ators (28%), and “other” (10%). Regions: North
America (41%), Europe (29%), Asia-Pacific (23%),
Other (7%),,as shown in Figure 1.

C. Instruments and Measures

The survey instrument was designed to capture
both quantitative metrics and qualitative insights
regarding participants’ experiences and percep-
tions of Al text-to-video generation technologies.
It incorporated a combination of closed-ended
and open-ended items to ensure breadth and
depth in the data collected. Closed-ended ques-
tions measured dimensions such as familiarity
with Al text-to-video tools, frequency of usage,
and the range of applications in professional or
creative contexts. Additional items addressed
perceived barriers to adoption, including factors
such as subscription cost, computational require-
ments, and hardware accessibility.

Respondents were also asked to assess the
degree of creative control they felt these tools
afforded, as well as their expectations for prov-
enance verification and attribution features. To
gauge legal and ethical considerations, the in-
strument included questions on perceived copy-
right risks, intellectual property concerns, and at-
titudes toward responsible usage. Policy-related
preferences were explored through items on sup-
port for practices such as digital watermarking,
automated labeling, and disclosure standards.

For quantitative measurement, Likert-scale
items (ranging from 1 = strongly disagree to
5 = strongly agree) were used to capture levels
of agreement with various statements. Multi-
ple-choice questions allowed for categorical re-
sponses regarding usage patterns and demo-
graphic factors. To complement these structured
measures, free-text prompts invited respondents
to elaborate on their experiences, share specific
use cases, and provide nuanced reflections on
the opportunities and challenges of Al-generated
video content. This mixed-item design ensured
that the dataset would enable both statistical
analysis of trends and thematic exploration of
emerging viewpoints.

D. Analysis

The analysis adopted a mixed-method ap-
proach to ensure both breadth and depth of inter-
pretation. Quantitative responses were first orga-
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nized and processed using descriptive statistics,
including frequencies, percentages, means, and
standard deviations, to provide an overview of
trends across the participant sample. Compar-
ative analyses were then conducted to examine
differences between key subgroups, such as fre-
quent versus infrequent users, or professional
versus non-professional creators. Where appro-
priate, inferential statistical tests were applied
to assess the significance of observed differences
and potential relationships between variables, for
instance, between tool familiarity and perceived
creative control.

On the qualitative side, open-ended responses
were transcribed (where necessary) and subject-
ed to an inductive thematic coding process. This
began with open coding, in which text segments
were examined line-by-line to identify meaning-
ful concepts and preliminary categories. These
categories were then refined through axial cod-
ing, which grouped related ideas into broader
themes and clarified the relationships between
them. This iterative process allowed recurring
narratives, emerging concerns, and divergent
viewpoints to be systematically captured.

By integrating these two strands of analysis,
the study connected measurable patterns from
the quantitative data with the rich, context-sen-
sitive explanations offered in the qualitative nar-
ratives. This dual perspective facilitated a more
comprehensive understanding of how partici-
pants perceive, adopt, and critically evaluate Al
text-to-video generation technologies.
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Figure 2: Data analysis procedure
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IV. REsuLTS

A. Access and “Democratization”

Survey findings as shown in TAble 1.

Table 1: Survey findingsHere’s the formatted table present-
ing the survey findings

Agreement
(%)

Regulatory

Ethical Concern Context

Category

Specific Issue

Authenticity &
Deepfakes

Default durable provenance (e.g.,
C2PA) for Al video

Emerging standards

9% [101-{16]

Clear audience labeling of
synthetic media

Emerging standards

2% [10]-[16]

U.S. Copyright
Office inquiries
[171-{19]

Copyright &
Training Data

Uncertainty about output

o
copyright/licensing 61%

Access
Inequities

Hardware/network/compute
constraints

Particularly outside

o
38% major markets

¢ Lowered entry barriers: 63% reported they
could produce “usable” short videos with-
in their first week of access; 58% cited cost
as “manageable” relative to conventional
video production. Consumer-tier services
and in-browser tools were most frequent-
ly mentioned facilitators (consistent with
Dream Machine’s accessible tiers and mo-
bile access) [8], [9].
e Skill transfer: Respondents with prior T2I
experience reported faster on-ramping to
T2V camera and motion controls (echoing
production-tool emphasis in Gen-3) [5]-[7].
. Creative Control and Quality
¢ Prompt adherence and motion coherence
were rated “good” or “very good” by 54%
of frequent users; pain points included fine-
grained subject control and long-horizon
continuity (aligning with research direc-
tions on multi-shot/character consistency)
[20], [21].
¢ Users valued cinematography controls
(camera path, lens), with professional users
more likely to critique physics artifacts and
temporal inconsistencies (concerns also
noted in reportage on new releases) [7], [9].

C. Perceived Risks and Governance

¢ Authenticity & deepfakes: 79% favored de-
fault, durable provenance (e.g., C2PA) for
Al-generated video; 72% supported clear
audience labeling of synthetic media, con-
sistent with emerging regulatory trends
[10]-[16].

jes!



International Journal of Art, Design, and Metaverse

¢ Copyright & training data: 61% expressed
uncertainty about output copyright and
training-data licensing, paralleling active
policy inquiries and guidance from the U.S.
Copyright Office [17]-[19].

* Access inequities: 38% cited compute/
hardware/network constraints as ongoing
barriers, particularly outside major mar-
kets.

D. Adoption Patterns

Education, marketing, pre-visualization, and
social media content emerged as the leading
sectors driving early adoption of Al text-to-vid-
eo generation tools. In the education sector, in-
structors and instructional designers reported
leveraging short, illustrative clips to supplement
lectures, create explainer animations, and devel-
op engaging learning modules for online courses.
Marketing teams integrated Al-generated video
into promotional campaigns, using it for rapid
prototyping of ad concepts, audience testing, and
the creation of tailored, platform-specific content.

In professional filmmaking, production crews
described adopting hybrid pipelines in which tra-
ditional pre-production methods—such as hand-
drawn or digital storyboards—were followed
by text-to-image (T2I) generation for visual re-
finement, and subsequently by image-to-video
(I2V) generation for animatic or scene blocking.
This workflow allowed teams to retain creative
control while dramatically reducing turnaround
time and resource expenditure, aligning with pri-
or studies emphasizing efficiency gains in Al-as-
sisted media creation [21].

Pre-visualization (pre-viz) departments in
both independent and large-scale productions
particularly valued the speed and flexibility of
Al-generated animatics for pitching ideas, secur-
ing funding, and communicating scene dynam-
ics to stakeholders before committing to costly
live-action shoots. Similarly, social content cre-
ators embraced these tools for their ability to pro-
duce timely, attention-grabbing clips optimized
for platforms like TikTok, Instagram Reels, and
YouTube Shorts.

Across all sectors, short-form video—typically
ranging from 10 to 20 seconds—dominated usage
patterns, a trend that reflects both the audience
engagement norms of modern digital platforms
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and the current technical constraints of commer-
cial Al video models [7], [9]. Users reported that
these concise clips were sufficient for storytelling
in micro-content formats while also minimizing
rendering time, processing costs, and potential
artifacts introduced in longer Al-generated se-
quences.

V. DiscuUsSION

A. Democratization With Caveats

Text-to-video tools are measurably widening
creative participation: faster onboarding, lower
costs, and fewer specialist requirements. How-
ever, democratization is uneven. Compute and
bandwidth requirements, regional availability,
and model-specific constraints (clip length, res-
olution, physics) temper inclusive access [7], [9].

B. Dilemmas: Authenticity, Copyright, and
Safety

Authenticity /provenance. The community
strongly prefers verifiable content credentials
and human-readable labels. Standards like C2PA
are maturing and seeing ecosystem uptake, in-
cluding commitments from model vendors [6],
[10]-[12], while cultural memory institutions and
broadcasters are exploring deployment [22].

Copyright and digital replicas. Ongoing U.S.
and international policy processes are clarify-
ing output authorship, training data, and digi-
tal-replica harms [17]-[19], [23]. Creators want
clear licensing pathways, model transparency,
and recourse for misuse.

Safety and misuse. The same accessibility en-
abling creativity can accelerate deceptive media.
EU rules require staged transparency for GPAI
and labeling for deepfakes, shaping global prac-
tice [13]-[16].

C. Practical Implications

* Product: Build provenance in by default
(C2PA), expose shot-level controls, and
improve long-range temporal coherence
(multi-shot, identity persistence).

¢ Policy: Harmonize labeling, watermark-
ing/provenance, and copyright guidance;
support auditable training data pathways.

¢  Education/industry: Train creators on
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responsible workflows, provenance checks, and
limitations.

VI. LIMITATIONS

Self-selection may bias toward early adopters;
short-form commercial constraints limit general-
ization to long-form production; rapid model up-
dates can outpace any snapshot survey.

VII. Future WoRK

Longitudinal studies on skill development and
industry impact; controlled evaluations of prov-
enance adoption on audience trust; benchmarks
for multi-shot narrative coherence; socio-tech-
nical research on equitable access (compute, re-
gional rollout); and user trials comparing policy /
UI nudges for disclosure and labeling.

VIII. CONCLUSION

his study provides one of the first integrated
views of the rapid diffusion of Al text-to-video
generation, combining a technical landscape re-
view with empirical insights from over 400 prac-
titioners. Our findings highlight a clear trajectory
toward democratization: falling costs, simplified
interfaces, and transferable creative skills are en-
abling a wider range of individuals and organi-
zations to produce high-quality motion content.
These shifts are already reshaping workflows in
education, marketing, pre-visualization, and so-
cial media production.

At the same time, unresolved dilemmas re-
main. Concerns over authenticity, provenance,
copyright, and equitable access are not periph-
eral—they are structurally embedded in the
technology’s development and deployment. The
strong participant support for durable prove-
nance standards (e.g., C2PA) and transparent la-
beling reflects an urgent appetite for safeguards
that match the scale of distribution. Legal un-
certainty, especially around training data and
authorship, continues to generate friction for
professional adoption, while compute and infra-
structure constraints risk deepening global dis-
parities in access.

The challenge ahead is to ensure that the cre-
ative opportunities unlocked by these systems
are matched by credible mechanisms for ac-
countability. This will require parallel progress
on technical capabilities (e.g., multi-shot continu-
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ity, identity persistence, robust watermarking),
governance harmonization across jurisdictions,
and education for both creators and audiences. If
these efforts succeed, Al text-to-video generation
can evolve into a mature, trustworthy component
of the creative ecosystem—expanding participa-
tion without sacrificing integrity
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